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Abstract

Representing the regions of a segmented image is an important aspect of image
segmentation. Several different models have been proposed to represent the regions
of a segmented image but most of them are dedicated to a specific method. Among
the non hierarchical models, the model of planar maps with discrete embedding
is certainly the most versatile one. Maps have the great advantage to provide a
continuity of representation from the abstract mathematical model to the concrete
implementation. They encode and provide most of topological and geometrical fea-
tures required by segmentation algorithms and can be efficiently updated. In this
paper we give an overview of the use of planar maps with discrete embedding in
the context of image segmentation and we show how to design, implement and use
a general environment for 2D image segmentation.

Key words: Image representation, image segmentation, combinatorial maps,
discrete boundaries, feature extraction.

1 Introduction

Representing the regions of a segmented image is an important aspect of image
segmentation. On the one hand the representation provides the features used
to build the decomposition of the image into homogeneous regions. Thus the
description of the decomposition must be powerful enough to allow to extract
any required feature. On the other hand segmentation process generally build
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solutions by refining progressively the decomposition. Thus the model used to
described regions must be efficiently updated all along the segmentation steps.
The simplest way to get an efficient model is to specialize it according to the
minimal set of operations required by a specific method. But such a model
is shown to be too restrictive to implement more general methods. Efficiency
and versatility are thus two objectives which are hard to conciliate and when
many models have been proposed to represent the regions of a segmented
image, most of them are dedicated to a specific method.

The most basic method to represent segmented images is the array of labels [1–
3] which consists in associating each pixel with a label such that all the pixels
sharing a same label belong to a same region. This structure is very simple to
implement but is ill-adapted to region splitting which involves a relabeling of
all the pixels of the new sub-regions. Moreover this model does not efficiently
provide topological features.

Hierarchical data structures allows to process images at different level of res-
olution. Several hierarchical models have been proposed such as quadtrees [4–
7], pyramids [8–10], irregular pyramids [11–13], linked pyramids [14,15], dual
pyramids [16], and more recently combinatorial pyramids [17]. Such data struc-
tures are very efficient to implement top-down region based algorithms. Start-
ing at a coarse level of resolution, the initial image partition can be refined
from level to level until reaching the resolution level of the original image.
Nevertheless the hierarchical organisation of data restricts the possibilities of
merging (and thus of interactive editing) and features like boundary geometry
or neighbourhood are not immediate to extract.

Among the non hierarchical models, the model of embedded planar maps, or
topological maps with discrete embedding [18–21], is certainly the most ver-
satile one. Embedded maps encode both the geometry and the topology of
the regions of a segmented image and allow free region editing, splitting, and
merging. They are more general than region adjacency graphs [22,23] which
have no geometric embeddings, which does not encode the whole topology
of the segmented image, and which are ill-adapted to splitting. Two dimen-
sional planar maps have been used for image editing [18,24–26,20], for image
segmentation [19,21,27–30] and for video processing [31–33]. Maps have been
generalized in the context of topological based scene modeling and in order to
represent n-dimensional spaces [34], and several recent works have addressed
the problem of the representation of 3D discrete images with maps for 3D
image segmentation [35–39].

In the context of 2D image analysis, embedded maps provide an efficient frame-
work to implement most of the operations involved by segmentation algo-
rithms [40], such as domain reconstruction (or restoration) [41] which consists
in traversing each point of the region domain, region splitting and merging,
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point inclusion or point membership property [42,43] which consists in deter-
mining if a point is located inside or outside a given region, region localisation
which consists in finding the region containing a given point, obtaining of
geometric features (such as area, perimeter, boundary shape, etc.) [44,43,45]
and of topological features (neighbourhood, surroundness [44], regions inside
or outside a given boundary, counting holes [46,47], etc.).

In this paper we give an overview of the use of planar maps with discrete
embedding in the context of image segmentation. Maps have the great advan-
tage to provide a continuity of representation from the abstract mathematical
model to the concrete implementation. We would like to illustrate that by
showing how to design, implement and use a general environment for 2D im-
age segmentation, from the mathematical model up to a real application. In
the following section we recall how to represent the topology of a continuous
segmented image with a set of planar maps. In section 3 we show how to as-
sociate such a set of maps with discrete boundaries and thus how to use this
model to represent and segment discrete images. In sections 4 and 5 we briefly
describe data structures and algorithms to use this model in the context of
image segmentation. In section 6 we specify a small API that is enough to im-
plement most of split and merge segmentation methods. Finally in section ??

we describe a full example of constrained segmentation method designed with
this API to solve a real problem in the context of medical imaging.

2 Representing regions

A segmented image is a partition of an image into a set of regions, each region
being a connected subset of points of the image. In the Euclidean plane a region
is simply connected when its boundary is a simple closed curve also called
Jordan’s curve. Remark that a Jordan’s curve defines two regions: a bounded
region without hole which is called the inside region, and its complement which
is an unbounded region with a hole which is called the outside region. When
a bounded region is not simply connected, it has some holes and its boundary
consists of several Jordan’s curves, one of them — the outer boundary —
surrounding all the other ones — the inner boundary(ies).

Consider the example developed in Fig 1. The image of Fig 1-a can be seg-
mented into seven regions each one being a homogeneously textured area. The
region boundaries have been drawn in white on the image. The wide region
located in the bottom of the image, say A, is a simply connected region and
its boundary consists of a unique Jordan’s curve. On the other hand the back-
ground is a bounded region with two holes and thus is not simply connected.
Its outer boundary is the boundary of the image and its inner boundary con-
sists of two Jordan’s curves, one of which being the outer boundary of the
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region A and the other one being the largest oval-shaped contour.

In the Euclidean plane the boundaries of the regions of a segmented image
can be partitioned in a natural way according to their neighbouring. Consider
for instance the both small half-oval shaped regions of the running example.
Both these regions share a part of boundary which is an horizontal line. Thus
the boundary of these regions can be split into three segments of boundary
which are respectively the horizontal line shared by the both regions, the part
of boundary which is adjacent to the upper region and not to the lower one,
and the part which is adjacent to the lower one and not to the upper one.
Each segment of boundary is a Jordan’s arc (a set of points homeomorphic to
the real interval [0, 1]). This decomposition induces a graph the edges of which
correspond to the Jordan’s arcs and the vertices to the segment junctions. The
graph induced by the boundaries of the segmented image of Fig 1-a is the graph
shown in Fig 1-b. This graph has height vertices labeled from a to h and eleven
edges. Remark that it is necessary to add an arbitrary vertex to associate
with a graph edge the outer boundary of an isolated region. For instance the
vertices labelled by a and h have been arbitrarily added on respectively the
outer boundary of the image and the outer boundary of the region A.

A partition of the Euclidean plane into simply connected region is called a topo-

logical planar map, or simply a planar map. More formally a planar map [48]
is a decomposition of the Euclidean plane into a finite set V of points, a finite
set E of disconnected open Jordan’s curves, each one having its extremities in
V , and a finite set of simply connected regions whose boundaries are unions
of elements of V and E. The elements of V and E are respectively the vertices
and the edges of the map, and each simply-connected region is called a face.
The faces corresponding to bounded regions are called the finite faces and the
face corresponding to the unique unbounded region is called the infinite face.

Each connected component of the boundary graph of a segmented image is
thus a planar map. For instance on the running example the boundary graph
is decomposed into four planar maps which are the subgraphs defined respec-
tively on the set of nodes {a}, {b, c}, {d, e, f, g}, and {h}. The second one has
two vertices, three edges (labeled by 8, 9, and 10) and three faces, two finite
faces which are the face surrounded by the sequence of edges (8, 9) and (8, 10),
and an infinite face the boundary of which is the sequence (9, 10).

A topological map can be efficiently encoded by a pair 〈σ, α〉 of permutations
defined on a set of labels called darts. Each dart can be seen as an half-edge of
the topological map. Given an orientation of the plane, say counterclockwise,
a vertex v of the map is describe by a circular sequence (d1, d2, . . . , dn) which
is the sequence of darts reaching it. This sequence is a cycle of the permutation
σ and the notation (d1, d2, . . . , dn) is a shortcut for σ(d1) = d2, . . . , σ(dn−1) =
dn, and σ(dn) = d1. The permutation σ is the set of all such cycles. The
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permutation α is an involution without fixed point (each cycle is of length 2).
Each cycle (d, α(d)) of α encodes an edge of the map by linking two darts.
Such a representation is called a combinatorial map [49].

If π is a permutation and x is an element which has an image by π, we denote
by π∗(x) the cycle of π that contains x. According to this notation, σ∗(d)
(resp. α∗(d)) is the vertex (resp. the edge) that contains the dart d.

It may be convenient to encode the darts by positive and negative integers
such that α(d) = -d [26]. According to this convention, a representation of the
four combinatorial maps of the running example is shown in Fig 1-c. The set
of darts is the set { -11, . . . , -1, 0, 1, . . . , 11}. The related permutations are:

• σ1 = ( -1, 1) and α1 = ( -1, 1);
• σ2 = (8, 9, -10)( -8, 10, -9) and α2 = ( -8, 8)( -9, 9)( -10, 10);
• σ3 = (-2, 4, -7)(3, -5, -4)(5, 6, 7)(2, -6, -3) and α3 = (-2, 2)(-3, 3)(-4, 4)(-5, 5)

( -6, 6)( -7, 7);
• σ4 = (11, -11) and α4 = ( -11, 11).

A face the map is encoded by the circular sequence of darts encountered when
turning around the face, clockwise for a finite face and counterclockwise for
the infinite one. For instance the map 〈σ3, α3〉 has four faces which are the
cycles ( -2, -6, 7), (5 -4, -7), ( -5, 6, -3) and (4, 3, 2) (see also Fig. 2-a). The
infinite face (in this case the last one) represents the unbounded region of the
Euclidean plane which is the complement of the union of all the finite regions.

A given combinatorial map 〈σ, α〉 may be associated with several different
topological maps. That means that there are different ways to draw a combi-
natorial map on the plane. In fact there as many topological maps as there are
faces in the combinatorial map. To draw a combinatorial map consists thus in
first deciding which face is the infinite face and then to organize vertices and
edges according to this choice. Once the infinite face is set, all the possible
drawings are topologically equivalent.

A remarkable property of combinatorial maps is that the faces of the map
〈σ, α〉 are encoded by the cycles of the permutation ϕ = σ ◦ α. Consider for
instance a dart of the map 〈σ3, α3〉, say the dart -2. The cycle of -2 in the
permutation ϕ is the circular sequence (σ ◦ α)∗( -2). We have σ(α( -2)) = -6,
σ(α( -6)) = 7, and σ(α( -7)) = -2. The cycle ϕ∗( -2) is thus the finite face
( -2, -6, 7).

The permutations ϕ and σ are defined on the same set of darts and the tuple
〈ϕ, α〉 is also a combinatorial map. Moreover the maps 〈σ, α〉 and 〈ϕ, α〉 are
dual. The orientation apart the dual map can be drawn by associating with
each face of the primal map a vertex of the dual map, and by intersecting each
edge of the primal map by an edge of the dual map, both edges being defined
by the same pair of darts. For instance, on the running example, the dual map
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of 〈σ3, α3〉 is the map 〈ϕ3, α3〉 with ϕ3 = (-2, -6, -7) (5, -4, -7)(-5, 6, -3)(4, 3, 2)
and α3 = (-2, 2)(-3, 3)(-4, 4)(-5, 5)(-6, 6)(-7, 7) (see Fig. 2-b). Let us underline
that a dual map encodes the adjacency of the regions of a segmented image
in a more general way than a region adjacency graph does, since there is in
the dual map an edge for each segment of boundary shared by two adjacent
regions.

Combinatorial maps are a very simple and elegant formalism to describe both
planar maps and operations defined on them. For instance, on the running
example, removing the edge (−5, 5) consists in merging the face containing
the dart 5 which the one containing the dart -5, i.e. the faces ( -5, 6, -3)
and ( -7, 5, -4). This operation may be defined either on the map 〈σ, α〉,
by setting σ′(3) = -4 and σ′(7) = 6, or on the map 〈ϕ, α〉, by replacing
both cycles ( -5, 6, -3) and (5, -4, -7) by the cycle (6, -3, -4, -7) (see for
instance [26,20,27,50,51] for a formal definition of these operations).

Remark that neither the vertices nor the edges need to be explicitly encoded.
Each vertex, edge or face may be represented by any dart of the permutation
cycle that represents it. Moreover by taking α(d) = -d the permutation α has
not to be stored. So a combinatorial map, and thus a topological map, can
be implemented with only an array of integers the size of which is twice the
number of edges of the map.

It is noticeable that the same construction provides both a mathematical tool
for formal proof and an efficient data structure for implementation purpose.
Finally we may chose to implement either the primal representation or the
dual one, each of then being obtainable from the other one with a negligible
computational overhead.

Since a map encode the topology of only one connected component of the
boundary graph, there are as many maps associated with the boundary graph
as there are connected components. It is thus necessary to encode how these
maps contribute to the representation of the topology of a non simply con-
nected region of the segmented image.

It is of course possible to define an inclusion tree which nodes are the regions
of the segmented image [46,52]. Nevertheless it is enough to encode the inclu-
sion for only the infinite faces. It may be done in a straightforward way by
adding to the model an inclusion relation which associates the finite face cor-
responding to the outer boundary of each non simply connected region with
the list of the infinite faces corresponding to the outer boundary of the holes
this region contains. The finite face is called a parent face and the infinite ones
the associated children faces. For instance the inclusion relation of the four
maps of Fig 1-c may be described by the relation: (1, -11), (1, 4), ( -6 -10).

Of course this encoding is not unique since any dart of a face cycle may be used
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to define the relation. We shall see in the next section that it is convenient to
associate a label which each face. The relation of inclusion will then be defined
in a unique way according to this labeling. Note that operations on maps may
also modify this relation [20,27,51].

3 Representing discrete regions

In order to use combinatorial maps with discrete images it is necessary to get
a representation of a discrete segmented image that can be associated with a
set of planar maps. It requires the decomposition of a segmented image into
discrete correspondents of vertices, edges and faces.

Discrete boundaries can be defined either in the image domain as pixel based
contours [53–55,41,43] or in a discrete space different of the image space as
interpixel contours [56,41,57–61]. Pixel based contours have several drawbacks
when used to represent the boundaries of a segmented image. For instance
if boundary segments are part of image regions a given boundary segment
belongs to only one of its neighbouring regions, and if boundary segments are
not part of image regions, the set of regions does not define a partition of the
image. On the other hand, the interpixel representation provides a consistent
topological framework [62] and makes it possible to define in a natural way
discrete analogous of the edges of the boundary graph [61,20]. On the running
example of Fig 1, a discrete discrete segmented image is displayed in Fig 1-
d. The pixels are represented as colored unit square and the regions are the
maximal 4-connected component. The image of Fig 1-e shows an example of
boundaries defined with pixel contours and the one of Fig 1-f an example of
interpixel boundaries which is compatible with the boundary graph of Fig 1-b.

Intuitively interpixel boundaries are drawn between pixels. If the image plane
is the discrete space Z × Z, the boundary plane is the half-integer plane which
is obtained by translating the discrete plane Z × Z by (− 1

2
,−1

2
) [61]. A point

p = (xp, yp) of the image plane and a point p′ = (x′
p, y

′
p) of the boundary plane

are half-neighbours if |xp − x′
p| = |yp − y′

p| = 1

2
. Each point of the image plane

has four half-neighbours in the boundary plane and each point of the boundary
plane has four half-neighbours in the image plane. Finally two adjacent points
of the boundary plane share exactly two half-neighbours in the image plane.

Each point of the boundary plane having two or more half-neighbouring points
belonging to different regions of a segmented image is a boundary point. Two
adjacent boundary points are linked if their common half-neighbours belong to
different regions, and the rank of a boundary point is the number of boundary
points linked to it. Two boundary points b and b′ are connected if there is a
boundary path (or contour) linking them [63].
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The boundary ∂r of a region r is the set of boundary points adjacent to both a
point inside r and a point outside r. It consists of four-connected closed paths
of boundary points. Each path is a sequence of boundary points b1, b2, . . . , bn

with n > 1 and such that bi is linked to bi + 1 ∀i with 1 ≤ i < n, and
bi 6= bj, ∀i, j with i 6= j. It can be shown that such boundaries are discrete
Jordan’s curves by embedding both the boundary and the image planes into
the Khalimsky’s plane [60,64].

According to these definitions the boundary of a discrete segmented image can
be decomposed into segments and nodes in the same way than the boundary
graph of a continuous segmented image can be decomposed into edges and
vertices. The nodes are either natural nodes or arbitrary nodes. Natural nodes
are the boundary points of rank greater than two. Arbitrary nodes are points
arbitrary selected on each boundary component consisting of a unique closed
contour (one arbitrary node selected for each closed contour). A segment is
then a maximal contour without node. On the example of Fig. 3, the boundary
points are displayed with disks. The nodes are boundary points displayed with
grey disks. There are two nodes, each one of rank 3, and three segments. On
this example both nodes are natural nodes.

Now a segmented image associated with a boundary plane can be partitioned
into a set of nodes, a set of discrete Jordan’s curves joining two nodes, and a
set of 4-connected regions. If all regions are simply connected, such a structure
is the discrete analogous of a topological map and is called a topological map
with discrete embedding, or a discrete map. When some regions are not simply
connected, there are several discrete maps associated by an inclusion relation
as there are several topological maps in the Euclidean case.

Like topological maps, discrete maps can be described by pairs of permuta-
tions. The analogous of a dart of a combinatorial map is a geometrical dart.
Each geometrical dart is associated with an end of segment. Is p is a boundary
point at the end of a segment and n the node linked to p the associated geo-
metrical dart is the pair (p, δ) where δ is the elementary direction from n to
p. By this way a discrete map induces a combinatorial map defined as follows:

– each geometrical dart of the discrete map is associated with a dart of the
combinatorial map;

– each pair of dart associated with the two geometrical darts of a same segment
forms a cycle of the permutation α;

– each sequence of darts associated with a sequence of geometrical darts shar-
ing a same node forms a cycle of the permutation σ, according to the order of
the geometrical darts around the node [63].
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4 From model to data structure

The next step to get an image segmentation environment is now to define
a minimal data structure both to encode the models previously described
and to perform feature extraction and representation updating involved by
segmentation algorithms.

4.0.0.1 Topological data structure. As stressed above the data struc-
ture used to represent a map is simply an array of integers indexed by darts.
This array may encode either σ or ϕ. We have chosen to encode the second
one. Moreover, all the maps involved in the representation of the topology of a
segmented image are disjointed in the sense that each map 〈ϕi, αi〉 is defined
on a set of darts Di disjointed from the other ones. We define the permutation
ϕ by ϕ = ∪ϕi and the permutation α by α = ∪αi. We have ϕ|Di

= ϕi and
α|Di

= αi, and we may thus simply denote by 〈ϕ, α〉 the set of maps {〈ϕi, αi〉}.
In the same way σ denotes the union of all the σi permutations. The permuta-
tion ϕ is encoded by an array phi of integers, and for any dart d, if Di is the
set of darts that contains d, we have phi[d] = ϕi(d), and phi[−d] = σi(d).

In order both to address regions and to define the inclusion relation it is
convenient to define a region labeling. Therefore each dart is labelled with a
labeling function λ such that two darts have the same label by λ if and only
if they belongs to the same cycle of ϕ. Thus for each pair of darts (d, d′) we
have: λ(d) = λ(d′) ⇔ ϕ∗(d) = ϕ∗(d′).

Conversely, a function β associates each face label f with a dart of the corre-
sponding face cycle such that λ◦β(f) = f , and for each dart d, β◦λ(d) ∈ ϕ∗(d).
This dart, called the canonical dart of f , is an arbitrary entry point in the
dart face cycle. The face of label f is thus the cycle ϕ∗(β(f)), and for each
face label f we have: ∀d ∈ ϕ∗(β(f)), λ(d) = f . Both the function λ and the
function β are encoded by an array of integers (respectively the array lambda

and the array beta). A labeling of the maps of the running example is given
in Fig 4.

For each face f associated with a holed region, the relation children gives the
list of infinite faces associated with the holes. Conversely the relation parent

gives for each infinite face f the finite face f ′ such that f ∈ children(f ′). The
relations parent and children are the inclusion relations. Remark that each
region is associated which only one finite face and possibly several infinite
faces. Each region may thus be labeled in a unique way by the label of its
associated finite face. For instance the background region of the segmented
image of the running example is labeled by 1 which is also the label of its
associated finite face. The other faces associated with this region are the two
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infinite faces labeled respectively by 8 and 10. The inclusion relations of the
running example are given in Fig 5. Two regions r and r′ may be neighbouring
regions because their associated faces are adjacent in one of the dual maps:
∃d ∈ ϕ∗(β(r)), and ∃d′ ∈ ϕ∗(β(r′)) such that α(d) = d′. But two regions may
also be neighbouring regions according to the parent (or children) relation.
That leads us to consider three different neighbouring modes on which we
shall come back in section 6.

4.0.0.2 Geometrical data structure. We have now to define a data
structure to represent the geometrical embedding of maps, i.e. the geometry
of interpixel boundaries. It is possible to associate each segment with a local
embedding. This embedding can be defined independently for each segment,
either explicitly by a sequence of elementary steps or implicitly in a procedu-
ral way. Another solution consists in defining a global embedding of the whole
boundaries by encoding the whole part of the boundary plane corresponding
to the image domain. The main advantage of the first solution is to provide
simplest updating, especially for segment removing. However the local encod-
ing is ill-adapted to the splitting of a region and to geometrical editing of
regions. The solution retained here is thus to encode explicitly the boundary
plane by using a global data structure called boundary image.

The boundary plane and the image plane are isomorphic. Thus an image and
its boundary image have about the same number of elements (in fact when an
image is of size N × M , its boundary image is of size (N + 1) × (M + 1) in
order to encode the image outer boundary). The boundary image encodes both
boundary points and link. A boundary point may have from two to four links.
An element of the boundary image without links cannot be a boundary point
and conversely an element of the boundary image with links is a boundary
point. Thus it is only necessary to explicitly encode links. Moreover the linking
relation is a symmetrical relation. Thus it is only necessary to encode links
along two of the four possible directions. For instance if we chose to encode
upward and rightward links it is possible to know if a boundary point p′ is
linked downward to a boundary point p by checking if its downward neighbour
p is linked upward to it. Since there is no way to recognize an arbitrary node
it is also necessary to mark nodes in the boundary image. Thus only three bits
are needed to store each entry of the boundary image.

To sum up, if the domain of an image is the set of points {(i, j) ∈ Z
2, 0 ≤

i < H, 0 ≤ j < W} the associated boundary domain is the set {(i − 1

2
, j −

1

2
), (i, j) ∈ Z

2, 0 ≤ i ≤ H, 0 ≤ j ≤ W}. The boundary domain is encoded
by an array B called boundary image where the entry B[i][j] encodes three
boolean informations: whether the boundary point p of coordinates (i− 1

2
, j− 1

2
)

is a node, whether p is linked upward to either another boundary point or to
a node, and whether p is linked rightward to either another boundary point
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or to a node. One can retrieve the geometry of a segment by following links
from one of its geometrical darts to the other one.

4.0.0.3 Correspondence between topology and geometry. The cor-
respondence between topological and geometrical data structures is encoded
by a associating combinatorial and geometrical darts. A geometrical dart is
encoded by a point (which is a pair of coordinates) and a direction (upward,
leftward, downward or rightward). The relation between geometrical and topo-
logical darts is stored in an array of geometrical darts indexed by topological
darts. A hash table with pairs of node coordinates as keys is used to avoid
to traverse this array when looking for a geometrical dart and get an efficient
access to the topological representation from the geometrical one.

5 Overview of algorithms

We have described in the previous section the whole data structure used to
implement a topological and geometrical representation of a segmented image.
Let us now give a short overview of related algorithms.

It is possible to find the region that contains a point by scanning the boundary
image from this point until reaching a segment. If the boundary image is
scanned horizontally (for instance rightward) it is enough to look for the first
encountered vertical link. Once the segment is reached the traversal continue
by following this segment until reaching a geometrical dart. The associated
topological dart d identify a face which is an infinite face if the scanning has
reached the outer boundary of a connected component and a finite face in the
other case. The region is then given by the label λ(d) in the case of a finite
face and by the label parent(λ(d)) in the case of an infinite face.

The boundary of a region f is obtained by traversing the cycle ϕ∗(β(f)) and
the cycles ϕ∗(β(f ′

i)) of the faces f ′
i of children(f). The geometry of this

boundary is obtained by traversing the segments corresponding to the geomet-
rical darts associated with the topological darts of ϕ∗(β(f))∪

⋃
i {ϕ

∗(β(f ′
i))}.

According to the orientation of the plane the finite faces are traversed clockwise
and the infinite ones counterclockwise. The domain of a region can thus be
reconstructed by building the list of all image points that are on the left of
an upward link or on the right of a downward link and by sorting this list
relatively to lines and then to columns. The resulting list is exactly the list of
horizontal lines covering the region domain.

The construction of the representation of a segmented region r can be done
with a complexity K × |r| where |r| is the number of points of the region, and
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where K is a constant equal to 7 in the worst case. The topological updates
involved by split and merge can be expressed by mean of elementary operations
on the permutations and on the inclusion relations. The cost of geometrical
updating involved by splitting and merging is O(

∑
s∈S |s|) where S is the set

of inserted or removed segments. All these algorithms have been described in
detail in previous works [26,20,27,50,63,51].

6 Designing a toger API

In order to validate the interest of the model of planar maps with discrete
embedding in the contex of image segmentation, we describe in this section
how to interact with such an environment, that we call toger kernel in the
following of this paper. We first give a short description of the types of objects
manipulated by such an API and then of the main functions of the interface.

6.0.0.4 Types. It is convenient to provide both a high level and a low
level of interaction. At the high level (or region level) the objects returned
by the functions of the API are regions or lists of regions, paths or lists of
paths which encode the geometry of region boundaries, and domains which
encode the geometry of regions. A region is a label encoded by an integer.
A path is a sequence of adjacent points that can be encoded by an array or
in a more suitable way by a generator, i.e. a set of functions { first, last,
next, previous, length }, that is a usual interface to traverse the elements
of a list. The domain of a region r is encoded by a sequence of pairs of points.
A point is simply a pair of integer coordinates. Each pair defines a span of
the region r which is an horizontal maximal line (P2i, P2i+1) belonging to r.
The point P2i (resp. P2i+1) is thus located on the right (resp. the left) of a
vertical interpixel boundary element of r. The list of pairs of points is the
list of all the spans of the domain of r. Finally we have seen that two adja-
cent regions can be related according to three different neighbouring modes.
The type neighbouring mode is used to denote these modes. The high level
of interaction does not require any knowledge of the internal representation.
Conversely the low level (or map level) provides interactions directly with the
topological maps. The data types used at map level are the darts, the face
labels and the geometrical darts. As seen above, both darts and face labels
are elementary types encoded by integers. We have seen that a region label is
the label of its finite face. Thus region labels are a subset of face labels. The
geometrical darts are pairs consisting of a point and a direction. Finally, the
type toger is used to refer to the whole representation. All these types are
summarized in Table 1.
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dart set of integers

face set of integers

region set of integers

neighbouring mode { DIRECT, INNER, OUTER, ANY }

point pair of coordinates

direction { UPRIGHT, LEFTWARD, DOWNWARD, RIGHTWARD }

geometrical dart point and direction

path generator of points

domain list of pairs of points

toger topological and geometrical representation

Table 1
Types of the toger API.
6.0.0.5 Side effect functions. Among the side effect functions (i.e. func-
tions that modify the representation they receive in parameter) we need a
function that builds the representation of a segmented region: split region :
toger × region × (point × point → boolean) → list of regions. The sub-regions
of the segmented region are implicitly described by a partitioning function
f : point×point→boolean which receives two neighbouring points in parame-
ter and returns true if these points belong to a same region and false if not.
The function split region updates the topological and the geometrical repre-
sentation of a region (second parameter) according to a representation (first
parameter) and to a partitioning function (third parameter); the result is the
list of labels of the new sub-regions.

In order to remove a boundary shared by two adjacent regions we need a
function that merges these regions: merge regions : toger × region × region →
∅. This function modifies a representation (first parameter) by merging two
regions (second and third parameters). The label of the region resulting from
the merge is the same as the one of the first region. Note that the removed
part of boundary is not necessarily connected and that this operation may
disconnect to components in the boundary graph. This function is the only
low level deleting function that can be defined in such an API because other
basic delete operations (like segment removing for instance) does not guarantee
that the consistency of the representation is preserved. Higher level deleting
functions can be considered like for instance the removing of all the region
being inside a closed contour.

It may also be convenient to modify the representation by inserting a new
contour. It can be done by a function like insert contour : toger × path →
list of regions. In order to preserve the consistency of the representation, an
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inserted contour must be either a closed contour or a contour joining two
nodes [26]. Thus the contour to insert (second parameter) must be prepro-
cessed by the function insert contour before being inserted, in order to satisfy
one of these conditions. All these functions modify both the geometry and the
topology of the representation. It is also possible to consider functions that
modify only the geometry, which can be for instance useful to locally smooth
a boundary.

6.0.0.6 Point inclusion and region localisation. We also need func-
tion to search for a region. We have shortly described how to retrieve the
region containing a given point. This functionality can be provided by a func-
tion like find region : toger × point → region which returns the label of the
region containing a point (second parameter) according to a representation
parameter). It is also possible to define a function belongs to : toger × point ×
region → boolean that checks if a point parameter) belongs to a region (third
parameter) according to the representation (first parameter),

6.0.0.7 Geometrical features. The main geometrical features are the
domain of a region which can be obtained by a function like region domain :
toger × region → domain, and the geometry of its boundary which can be ob-
tained by a function like region boundary : toger × region → list of closed path.
Since a boundary may consist of several closed path, it its convenient to get
the outer boundary as the first element of the returned list. It may also be
convenient to get only the outer boundary: region outer boundary : toger ×
region → closed path and the part of boundary shared by two adjacent regions
by using the function regions common boundary : toger × region × region →
list of paths. Geometrical features of segment may also be useful. That leads
us to consider functions like segment : toger × dart → path, that returns a
path which describes the geometry of the segment associated with a dart, and
segment length : toger × dart → integer, that returns the segment length. Sev-
eral different length estimators can be used, such as the number of elementary
steps or the length of the associated Euclidean path [65].

6.0.0.8 Low level topological features. Defining the interaction with
the low topological level is straightforward. Two functions lambda : toger ×
dart × face and beta : toger × face → dart implement the functions λ and
β associating darts with labels. The functions alpha : toger × dart → dart,
sigma : toger × dart → dart, and phi : toger × dart → dart implements the
permutations α, σ, and ϕ used to traverse the combinatorial representation
of maps. Finally the connected components can be traversed with function
parent : toger × face → face that returns for a face f the face parent(f) if f

is infinite or a void value if f is finite, and with the both functions first child :
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toger × face → face and next child : toger × face → face that implement the
relation children.

6.0.0.9 Topological marking. It is sometimes necessary to traverse the
graph of regions with respect to some marking. By associating marks to dart
it is possible to maintain the consistency of the marking when doing a side
effect operation. When an edge (d1, d2) is split into two adjacent edges (d1, d2)
and (d′

1, d
′
2), the dart d′

i receives a copy of the marks of the dart di. By this
way, when a region is split into subregions, it is possible without overhead to
preserve the consistency of marks on faces and more generally on any contour.
It is also possible to preserve the consistency of contour marking through
region merging. When a region r′ is merged with a region r, and if the common
boundary of r and r′ is a unique edge e, the marking can be preserved by
marking the face associated with r before removing e. If there are several
edges e1, ..., en, the removing of these edges disconnects from one to n − 1
components of the map. In this case it is also necessary to unmark some edges
in these components. It is possible to mark an oriented edge, an non-oriented
edge (by marking a cycle of α), a node (by marking a cycle of σ), or a face
boundary (by marking a cycle of ϕ). The number of marks depends on the
space allocated for each mark. By allocating one byte per dart we get height
marks per dart which is enough for most of traversal algorithms and which
the memory cost is reasonable with modern computers. The type set of flags

is a boolean combination of flags used to manipulate the marks.

The interface of marking operations can be defined like the one of geometri-
cal feature functions. The functions mark region boundary : toger × region ×
set of flags → ∅ and unmark region boundary : toger × region × set of flags

→ ∅ respectively marks and unmarks the boundary of a region. Similarly,
the functions mark outer boundary : toger × region × set of flags → ∅ and
unmark outer

boundary : toger × region × set of flags → ∅ respectively marks and unmarks
only the outer boundary of a region, and mark common boundary : toger ×
region × region × set of flags → ∅ and unmark common boundary : toger ×
region × region × set of flags → ∅ the part of boundary shared by two re-
gions. Finally we need functions like mark all darts : toger × set of flags → ∅

and unmark all darts : toger × set of flags → ∅ to set and clear marks on all
the darts, and a function dart is marked : toger × dart × set of flags → boolean

to check if a dart is marked. Each time, a parameter of type set of flags is used
to specify which is the mark (or are the marks) to modify.

6.0.0.10 High level topological functions. The neighbourhood of a
region may be considered according to the three neighbouring modes. Both of
the neighbouring modes, the inner and the outer ones, are oriented relations.
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The third one is a symmetric relation. A region r′ is a direct neighbour of a
region r if the intersection of their outer boundaries is not empty. A region
r′ is an inner neighbour of a region r if the outer boundary of r′ intersects
the internal boundary of r. In that case r is an outer neighbour of r′. In
other terms a region r′ is a direct neighbour of a region r if ∃d ∈ ϕ∗(β(r)),
and ∃d′ ∈ ϕ∗(β(r′)) such that α(d) = d′. A region r′ is an inner neighbour
of a region r (or r is an outer neighbour of r′) if ∃d ∈ ϕ∗(β(r′)) such that
parent(λ(α(d))) = r. The neighbouring modes of the regions of the running
example are given in Fig. 7.

The neighbourhood of a region may also be considered according to the topo-
logical marking. The neighbouring relation is thus restricted such that two
regions are not considered as neighbouring regions if their common bound-
ary is marked, according to a given set of marks. That leads us to define the
interface of the function region neighbourhood that gives the neighbourhood
of regions as a function of signature: toger × region × neighbouring mode ×
set of flags → list of regions. It is also useful to have a function that gives any
neighbouring region of a given one, for instance when looking for a neighbour-
ing region to merge with. So the function any region neighbour : toger × region

× neighbouring mode × set of flags → region returns a neighbouring region
of a region according to a neighbouring mode and a set of marks. The func-
tion are neighbours : toger × region × region × neighbouring mode → boolean

checks if two regions are neighbouring regions. Finally more general functions
may be easily defined, such as a the function inner regions : toger × region →
list of regions which gives the list of regions located inside the outer boundary
of a given region, or the function all regions : toger → list of regions which gives
the list of all the currently defined regions.

6.0.0.11 Updating the region attributes. When implementing a seg-
mentation method it is generally necessary to attach attributes to regions.
These attributes have to been initialized and/or updated when regions are
split or merged. It may raise a problem of software engineering when the
split or the merge is activated by a program module which is not the one
which has in charge the update of attributes. In that case the activation of at-
tribute update should be done automatically by the kernel. A classic solution
to this problem consists in attaching processings to each side effect function.
For instance, we can attach to the region split action a function f which the
signature is region × region × parameter → ∅, where parameter is a type of
generic parameter (like Object in Java or void* in C and C++). Each time the
region split function is executed, the function f is automatically called by the
kernel with the regions to be merged as parameters. It may be also possible to
attach a list of functions, or functions being called either before or after the
side effect. This mechanism is implemented for each side effect function.
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For instance let us suppose we want to attach descriptive statistical moments
to each region. These moments are be used to compute features like mean or
variance. Since these moments are additive, when two regions are merged, the
moments can be updated by simply adding themselves the moments of the
same order of each region and storing the result in the remaining region [27].
This can easily be done by the way of the mechanism described above.

7 Conclusion and perspectives

In this paper we have given an overview of the use of planar maps with discrete
embedding in the context of image segmentation. We have described how to
represent the topology of a segmented image with a set of planar maps and how
to associate with planar maps the boundaries of a discrete segmented image.
We have show how this model can be used to implement most of operations
involved in the design of segmentation algorithms, such as reconstruction of
the geometry of the boundary and of the domain of a region, point inclusion,
region localisation, obtaining of geometric and topological features, and up-
dating involved by region splitting and merging. We have described the data
structures and the algorithms that permits to use this model in the context
of image segmentation.

This model has been used with success to implement various segmentation ap-
plications. We have thus decided to capitalize on this experiment to develop a
portable general image representation library implementing the model and the
algorithms summarized in this paper. A first version of the API of this library
have been presented in section 6. Finally we have illustrated this approach by
describing a full example of constrained segmentation method designed with
this API. The General Image Representation Library will be available under
LGPL in the course of year 2005.

In parallel we are working on the extension on this model to represent and seg-
ment three-dimensional discrete images. Two different models were proposed,
one of them by Braquelaire, Desbarats, Domenger and Wütrich [35,38,66,67]
and the other one by Bertrand, Damiand and Fiorio [36,37,68]. We are cur-
rently collaborating to mix both models and design an implementation of a
3D general image representation library [39].
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Fig. 1. Representation of the topology and of the geometry of a segmented image:
(a) a segmented continuous image with its region boundaries, (b) the associated
boundary graph, (c) the representation of this graph by combinatorial maps, (d) a
discrete segmented image with the same topology, a representation of the geometry
of regions (e) with pixel based contours, and (f) with interpixel contours.
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Fig. 2. The map 〈ϕ, α〉 of Fig. b is obtained by defining a vertex for each face of the
map 〈σ, α〉 of Fig. a and by crossing each edge of the map 〈σ, α〉 by an edge defined
by the same pair of darts. The resulting graph is a representation of the map 〈ϕ, α〉
according to an inverse orientation (or of the map 〈ϕ−1

, α〉).

Fig. 3. Example of interpixel boundary defined in the half-integer plane.
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Fig. 4. A face labeling of the running example. The label in gray are labels of infinite
faces.
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Fig. 5. The inclusion relation of the running example.

Fig. 6. Reconstruction of the domain of a region. The dark disks represent boundary
points and the white squares image points.

r1

r3

r6
r4

r5

r0

r2

r1 r2 r3 r4 r5 r6 r7

r1 I I I I

r2 O D D

r3 O D D

r4 O D D I I

r5 O D

r6 O D

r7 O

Fig. 7. Example of region neighbouring relations. The letters D, I and O denote
respectively the direct, inner and outer neighbouring. For instance the second line
of the array means that region r1 has one outer neighbour (the region r0), two direct
neighbours (the regions r2 and r3), and two inner neighbours (the regions r4 and
r5).
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